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5.1 Introduction

OpenAtom is parallel simulation software for studying atomic and molec-
ular systems based on quantum chemical principles. In contrast to classical
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computational molecular dynamics which is based on newtonian mechanics,
OpenAtom uses the Car-Parrinello Ab Initio Molecular Dynamics (CPAIMD)
approach. This allows it to study complex atomic and electronic physics in
semiconductor, metallic, biological and other molecular systems. The applica-
tion has been designed to expose maximal parallelism via small grains of data
and computation. The resulting implementation atopCharm++ is highly scal-
able, and has exhibited portable performance across three generations of the
IBM Blue Gene class of supercomputers, apart from other supercomputing
platforms.

Instead of using an empiricial force function, the CPAIMD algorithm com-
putes the forces acting on each atom as the summation of multiple terms
derived from plane-wave density functional theory. Unlike traditional bulk-
synchronous parallelization that simply decomposes the data, OpenAtom
exploits the underlying mathematics via a seamless mix of both data and
functional decompositions. This results in greater expressed parallelism, and
several overlapping phases of computation combined with a longer critical
path of dependent computations.

Such a design is enabled, and greatly facilitated, by the Charm++ tenet
of parallel program design and decomposition using units that are natural to
the application domain. Instead of dividing data into as many pieces as pro-
cessors, OpenAtom simply decomposes the data and the computation across
a number of chare objects. The type or number of these pieces are not limited
by the number of processors. Rather, they depend on the CPAIMD algorithm
and the desired grain size. For example, an electronic state is a unit of data
that is natural to the CPAIMD algorithm and is one of the types of objects
in the application.

We attempt, in this chapter, to further expand on such an approach to
designing successful, scalable parallel programs (section 5.3). We preface the
description of our parallel design with a discussion of the underlying physics
(section 5.2). This includes a description of the computational algorithm, as
well as the time and space complexities of each portion of the computation.
The success of such a design approach is substantiated with performance re-
sults in section 5.5. Like several other successful Charm++ applications, Ope-
nAtom has also inspired abstractions, libraries and other features that have
made it back into the Charm++ parallel programming ecosystem. Section 5.4
briefly describes some of these features. We finally conclude with a few scien-
tific studies that have used OpenAtom and the work planned for the future.

5.2 Car-Parrinello Molecular Dynamics

Car-Parrinello ab initio Molecular Dynamics (CPAIMD) [37, 209] is a
key computational technique employed in the study of structure and dynam-
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ics of atomistic systems of great interest throughout science and technology
(S&T).The number of citations to the original research paper has grown ex-
ponentially and the method’s use has spread from the physical sciences of
chemistry, biology, geology and physics into the materials science and engi-
neering disciplines. CPAIMD has indeed become an essential and ubiquitous
tool for the investigation of the properties of matter of all types.

The power of the CPAIMD method lies in the novel combination of in-
creasingly accurate electronic structure (ES) methods with increasingly e�-
cient molecular dynamics (MD) techniques in such a way that they can be
simulated/solved on the largest parallel High Performance Computing (HPC)
platforms in existence today. Combining ES and MD allows the study of highly
complex atomistic systems that involve changes in chemical bonding patterns
or simply non-standard bonding under both equilibrium and non-equilibrium
conditions. Unlike stand-alone ab initio methods where the atoms are typi-
cally fixed or may move along only an energy minimized pathway, CPAIMD
allows the atoms to evolve naturally under the influence of Newton’s equation
of motion, molecular dynamics, with forces derived from ES theory. In this
way, the e↵ects of pressure, temperature and field gradients on systems with
complex electronic structure, for example, can be discerned and the properties
of liquids and amorphous materials that do not have a single identifiable repre-
sentative structure can be illuminated. CPAIMD can be coupled to advanced
sampling MD techniques to increase the time scales that can be accessed,
and with path integral methods to determine nuclear quantum e↵ects such as
tunneling to increase the range of validity of the technique.

The CPAIMD method has been successfully applied in geophysics to de-
scribe the behavior of the cores of gas giant planets [38], in chemistry to
understand the fundamental principles of aqueous acids and bases [169], in
physics to study the properties of metal-insulator transitions [223], in engi-
neering to study the behavior of devices and in materials science to study
novel materials such as complex oxides [225]. This and other seminal work
has had important impact across S&T leading to new scientific insight and
engineering applications.

At present CPAIMD is limited to systems dominated by their ground state
ES properties; it assumes the Born-Oppenheimer approximation wherein the
nuclei evolve on a potential energy surface formed by the electronic ground
state energy and nuclear-nuclear Coulombic interactions. The accuracy of ES
methods intrinsic to the CPAIMD technique, which are necessarily approx-
imate, are not currently su�cient to treat some critical systems such as di-
radicals, and systems dominated by dispersion interactions such as biolog-
ical membranes with tractable computational e�ciency [44]. The CPAIMD
method is often applied using a plane wave basis set to describe the electronic
states within the Gradient Corrected Local Density Approximation (GG-LDA
or GGA) [21, 155, 201] to Density Functional Theory (DFT) [109, 141]. Re-
search is underway to improve all aspects of the CPAIMD technique so as to
increase accuracy, computational e�ciency and applicability.
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One of the important factors that has lead to the wide adoption of the
CPAIMD method is the availability of highly (parallel) scalable, user-friendly
HPC software. Some of the major plane wave based DFT packages include
CPMD, Quantum Espresso, AbInit, QBOX and OpenAtom. CPMD, QBOX
and OpenAtom have superior parallel scaling; AbInit, CPMD and Quantum
Espresso have large user bases while OpenAtom is a Charm++ based ex-
perimental package designed and used primarily for CS based parallel HPC
software and scientific physics-based methodological development in addition
to materials research. CPMD, Quantum Espresso and OpenAtom have fairly
open user licenses. All code bases have produced important application studies
highly relevant to S&T.

5.2.1 Density Functional Theory, KS Density Functional
Theory and the Local Density Approximation

Density Functional Theory states that the ground state energy of an elec-
tronic system can be expressed, exactly, as the minimum of a functional of
the electron density [109, 180],

E[n(r)] =

Z
drn(r)vext(r;R) + F [n(r)]� µ

Z
drn(r)� ne

�
(5.1)

�E[n(r)]

�n(r)
= = 0 (5.2)

Here, the e-nuclear interaction potential is vext(r;R), and the unknown func-
tional, F [n(r)], can be expressed as the sum of physically intuitive terms:

F [n(r)] = EH [n(r)] + T [n(r)] + Exc[n(r)]

EH [n(r)] =

Z
dr

Z
dr0

n(r)n(r0)

| r� r0 |
The Hartree energy (EH) is the interaction of classical charge distributions,
the electronic quantum kinetic energy is T , and the “xchange-correlation”
functional is Exc which accounts for Fermi-statistics (“exchange”) and other
many body quantum e↵ects (“correlation”). The Lagrangian multiplier µ in-
sures the density represents the correct number of electrons ne and is physi-
cally the chemical potential of the system. In general, the exchange-correlation
functional may be separately divided into an exchange part (which is known
exactly in certain limits) and a correlation part. Again, when minimized,
E[n(r)] = E0.

In order to allow the development of good approximate functionals, Kohn
and Sham decomposed the electron density into a sum over a set of orthonor-
mal electronic states [141],

n(r) =
X

s

 2
s(r) (5.3)
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to yield

E[n(r)] =

Z
drn(r)vext(r;R) + F [n(r)]�

X

ss0

�ss0

Z
dr ⇤

s(r) s0(r)� 2�ss0

�

F [n(r)] = EH [n(r)] + TS [n(r)] + Exc,KS [n(r)]

TS [n(r)] = � ~2
2m

X

s

Z
dr s(r)r2 s(r) (5.4)

where each electronic state is doubly occupied, consistent with the Pauli-
exclusion principle (1-spin down and 1-spin up electron occupy each state).
We restrict ourselves to the spin-paired electron case here. A set of Lagrange
multipliers �ss0 assures the normalization of the states. The exchange correla-
tion functional is now relative to the non-interaction system and hence noted
EKS

xc ; this distinction shall be dropped below. A widely used approximate
functional is termed the Gradient Corrected Local Density Approximation
(GG-LDA or GGA) to DFT and is written as [21, 155, 201]

Exc[n(r)] =

Z
dr✏xc(n(r),rn(r))n(r) (5.5)

We restrict our discussion in this chapter to the GG-LDA approximation to
KS-DFT and hereafter, simply refer to the technique as “DFT” to preserve
simplicity.

In the discussion below, the nuclear-nuclear interaction,

�NN (R) =
1

2

X

ij

ZiZj

| Ri �Rj | (5.6)

is assumed to be included in all the energy expressions. If the system is pe-
riodic, a sum over all periodic images is introduced and sum evaluated using
Ewald method [50].

Lastly, for simplicity, we have written the electron-nuclear interaction as
a local function vext(r;R) only. In practice, it is a non-local term beyond the
scope of the current discussion, but is discussed later when parallelization is
described.

5.2.2 DFT Computations within Basis Sets

In the evaluation of DFT, it is useful to express the KS electronic states
in terms of a set of known, closed form mathematical functions called a basis
set

 s(r) =
X

k

csk�(r) (5.7)
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with csk as the expansion coe�cients. In this section, we will concentrate on
the application of the plane wave basis set.

 s(r) = V �1/2
X

g

 ̃s(g) exp (ig · r) (5.8)

with  ̃s(g) as the plane wave basis set coe�cients.
The advantages of the plane wave basis set include: i) it is a complete, or-

thonormal set ensuring smooth convergence, ii) the plane wave basis functions
do not depend on atom center position which obviates basis set superposition
error of Gaussian approaches, and iii) in numerical simulations, fast Fourier
transforms (FFTs) can be used to evaluate many of the terms, greatly in-
creasing computational e�ciency. Its main disadvantage is that it scales like
N3 and it is not easy to develop e↵ective O(N) scaling approaches with plane
waves.

5.2.3 Molecular Dynamics

In the molecular dynamics method (MD), Newton’s equations of Motion
in Hamiltonian form for a set of N atoms (or nuclei) [75, 6]

H(P,R) =
X

i

Pi

2mi
+ �(R) (5.9)

Ṙi =
Pi

mi

Ṗi = Fi = �ri�(R)

are solved numerically on a computer. As the equations of motion themselves
can be solved in linear scale (with the number of atoms, N), the scaling of the
MD method is determined by the scaling of the force evaluation. In the field,
the term molecular dynamics is reserved for cases where the atomic/nuclear
forces are derived from a closed form empirical potential function, �(R) which
is usually assumed to model well the Born-Oppenheimer electronic surface.
MD potential functions are often complex but can usually be evaluated with
O(N) computational complexity.

5.2.4 Ab-initio Molecular Dynamics and CPAIMD

One simple way to envision ab initio molecular dynamics within the DFT
ES structure picture is to simply replace the empirical potential function
with the minimized DFT functional. This approach is referred to as “Born-
Oppenheimer” Molecular Dynamics (BOMD)) [45]. That is, one freezes the
atoms, minimizes the desired density functional to an appropriate toler-
ance, evolves the atoms one time step forward with the nuclear forces de-
termined from the(numerically/nearly) minimized functional E[nmin(r);R]



OpenAtom: Ab-initio Molecular Dynamics for Petascale Platforms 87

and repeats. The BOMD approach is widely employed but the minimization
tolerance must be taken small or Hamilton’s equations can become unstable.
More sophisticated versions of this procedure that fold the minimization pro-
cedure into the numerical integration so as to preserve symmetry properties
of Hamilton’s equations [196] are beyond the scope of this chapter.

The approach we shall adopt here is the extended Lagrangian method
pioneered by Car and Parrinello [37]. The coe�cients of the basis set expansion
coe�cients of the KS orbitals are introduced as dynamical variables along with
the nuclear degrees of freedom

LCP =
µfaux

2

X

sg

˙̃ 2
s(g) +

1

2

X

i

miṘ
2 � E[n(r);R]� �NN (R)

subject to the constraints
X

g

 ̃0
s(g) ̃s(g) = 2�ss0 = Oss0 (5.10)

A set of the Lagrange multipliers that preserve the (holonomic) orthonor-
mality constraint of the KS states are introduced. Using the extended “Car-
Parrinello” Lagrangian, equations of motion for the simultaneous evolution of
the nuclei and the basis set coe�cients can be derived.

d

dt

@LCP

@ ˙̃ s

� @LCP

@ ̃s

= 0 (5.11)

d

dt

@LCP

@Ṙi

� @LCP

@R
= 0

If the basis set coe�cients are assigned a “faux mass” parameter µfaux that
is su�ciently small, the initial faux kinetic energy in the basis set “coe�cient
velocities” is taken su�ciently small and the density functional is initially
minimized, then an adiatatic separation can be invoked such that the basis
set coe�cients will evolve dynamically so as to keep the functional nearly
minimized as the nuclei slowly evolve. Well understood MD techniques called
Shake and Rattle [75] can be used to enforce the orthogonality constraints on
the basis set coe�cients.

5.2.5 Path Integrals

While MD and/or CPAIMD yield the motion of classical nuclei on the
Born-Oppenheimer surface, this is sometimes insu�cient to generate an ade-
quate picture of the physics of a given system of interest. We shall consider two
improvements in this chapter - path integral methods to add nuclear quantum
e↵ects on the ground BO electronic surface at the level of Boltzmann statistics
and Parallel Tempering (Replica Exchange) to increase statistical sampling in
systems with large energy barriers separating stable thermodynamic states
(e.g. rough energy landscapes).
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Feynman’s path integral picture of quantum statistical mechanics [68] in
the Boltzmann limit is particularly well suited for combination with CPAIMD.
In Feynman’s method, the single atom of classical mechanics is replaced by a
classical ring polymer of length P beads held together with harmonic nearest-
neighbor links. The classical limit arises when P = 1 and as P approaches
infinity the results converge to the true quantum limit; the basic path integral
method converges as P�2 and for most systems of interest P  64 will su�ce.
Under Boltzmann statistics, each bead in the chain is assigned a number and
only beads of di↵erent atoms with the same index interact with the 1 P th of
the potential �(Ri)/P with i the bead index. This picture is referred to as the
classical isomorphism. Using advanced MD methods, it is possible to perform
accurate PIMD simulations [244].

The CPAIMD method is easily grafted upon the PIMD technique to cre-
ate CPAIPIMD. Simply put, the path integral method requires P electronic
computations to generate E[ni(r);Ri] from which nuclear forces can be de-
rived (e.g. the functional replaces the empirical potential of PIMD in a similar
way as the same replacement takes MD to CPAIMD) and the CP Lagrangian
can easily be extended to accomplish this change. The CPAIPIMD method
can be parallelized e↵ectively as the electron structure computations to do
not interact directly; quantum e↵ect arise indirectly from the harmonic forces
confining the ring polymer of each atom into a small blob (“wave-packet”).
The more “quantum” the particle, the wider the spread of the beads which for
example allows the isomorphism to treat quantum tunneling. Parallelization
is discussed in more detail in later sections.

5.2.6 Parallel Tempering

In systems with rough energy landscapes, barrier crossing events become
su�cient rare that the results of a simulation study may not reflect the under-
lying physics. A system may simple become kinetically trapped in a local (free)
energy minima and hence not “visit” the important regions of phase space.
The same physical system at elevated temperature may, however, “traverse”
phase space quite readily. In parallel tempering MD simulations (PTMD),
M identical independent physical systems are run simultaneously at a set of
temperatures Ti. Every a fixed number of MD steps, nearest neighbors in
temperature space attempt to swap temperature with probability

P = Min [1, exp (��ij�Hij)] (5.12)

This can be shown to lead to M properly sampled systems at the M specified
temperatures [60]. There are some formal di�culty using constant temper-
ature MD methods to drive the dynamics of the M systems but these are
considered minor and PT-MD is a well established method. It is most simple
to use BOMD to implement PT within ab initio techniques and this is the
course we are currently pursuing. For parallel computations, PT-BOMD is
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quite attractive as the M BOMD simulations rarely communicate, and when
they do, they need only exchange energies and temperatures.

5.3 Parallel Application Design

OpenAtom was envisioned from its inception as a fine grained implemen-
tation of Car-Parrinello Ab-initio MD using Charm++ as its parallelization
substrate. Prior work, by our collaborators Glenn Martyna and Mark Tuck-
erman, in developing the PINYMD physics engine had already overcome the
challenges of method implementation and validation. Hence, we elected to
integrate the sequential simulation components from PINYMD into the de-
sign of OpenAtom. This resulted in a two level design with parallel control
structures, Parallel Driver, implemented in Charm++ making calls to the
integrated PINYMD routines implemented in C++ and Fortran.

5.3.1 Modular Design and Benefits

The overall CPAIMD algorithm is composed of several data manipulation
and computation steps. One can envision the electronic states and the even-
tual atomic forces as the fundamental data that are computed and evolved
through the simulation. Typical numerical algorithms express computations
as a sequence of steps that operate on input data. Parallelization occurs by
simply dividing large volumes of this data into smaller pieces. This naturally
yields a procedural, bulk-synchronous expression of the algorithm suitable for
coarse-grained weak scaling.

However, OpenAtom achieves its fine-grained parallelization by identify-
ing the major steps of the algorithm and expressing each piece of the computa-
tion separately. Chare classes encapsulate the logic needed for each such piece
of the computation along with the state needed for that piece across multiple
iterations. The data of interest (electronic states, forces etc) then simply flow
back and forth across these pieces as they evolve over the simulation. The dif-
ferent pieces of the algorithm are wired together by directing the output of a
piece (class) as a message that triggers the computation in the next piece. This
takes the form of remote method invocations. Traditional data decomposition
is also trivially expressed by partitioning the input, output and computations
in each piece of the algorithm (chare class) across many instances (objects) of
that piece. There are several benefits that stem from such a design exercise.

• Parallelism arises from both a functional decomposition of the computa-
tion and the traditional decomposition of the data being operated upon.

• Computations are driven by the data sender. Data receivers do not have
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to post receives, or take any preparatory actions to receive this data. In
fact, objects that receive data (or messages) do not have to be aware of
type, location or even the existence of a sender. This semantic promotes
looser coupling of interacting pieces in the software. Class interfaces
separate components that produce or consume each other’s data. Such
approaches are not new, but well-trodden paths in other domains. The
challenge in HPC has been to convince the larger community that high
performance can tolerate such loose coupling and other software engi-
neering ideals. Frameworks like Charm++ help scientific applications
realize performance without sacrificing modular and maintainable soft-
ware.

• Loose coupling also permits easy selection of di↵erent numerical methods
/ functionality by simply instantiating the objects of the appropriate
chare classes. As long as they provide the same interfaces and data
guarantees, the remaining application is unmodified.

• The messaging model inCharm++ permits modifications to the commu-
nication structure of an individual parallel component without concerns
for introducing subtle parallel bugs like deadlocks or races. Charm++

does not preclude such issues completely, but only mitigates the need
to understand the global communication state (all sends, receives etc)
before introducing other parallel communication.

• Unit testing for numerical software is somewhat challenging. Correct-
ness or failure may be determined far to the right of the decimal point!
Usually, in numerical algorithms only the initial inputs and the final
output can be easily accessed or validated. However, the loose coupling
described above makes it easier to test individual software components.
Mock environments and test harnesses are easily setup to interact with
isolated components of a large, parallel application. OpenAtom has
used this capability on several occasions to detect regressions and bugs
in individual parallel components in a setting that is independent of the
remaining application.

• Software components, in our experience, have di↵ering rates of change.
Some pieces are very stable and only need minor, occasional tweaks.
Other parts experience constant modifications, enhancement or tuning.
We have found this true of OpenAtom too. We found it helpful to
introduce parallel interfaces at these layers of shear between di↵ering
rates of evolution. By isolating rapidly changing parallel components
behind chare interfaces, we were able to insulate domain logic and other
parallel modules from refactoring.
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5.3.2 Parallel Driver

OpenAtom’s parallel driver is composed of classes that match the logical
expression of the terms of the Car-Parrinello method, supplemented by classes
for optional numerical methods and features. Many of these classes that rep-
resent key steps of the computation or key representations of the data are
promoted to chares classes with entry methods that clearly represent phases
or stages of the computation. Instances of these classes are usually collected
into chare arrays across one or more dimensions.

5.3.2.1 Decomposition

Multi dimensional chare arrays are the primary expression of decomposi-
tion. The plane-wave pseudopotential is expressed in terms of electronic states;
each state is a 3D collection (usually a rectilinear box) of points. To facilitate
a decomposition finer than the number of electronic states, a slice along one
dimension is performed to form planes, that produces a natural decomposition
along the dimensions of states and planes.

Let us preface our discussion with the following terms:

S : the number of electron states

Nc : the number of chunks of gspace plane-wave

Nd : the number of chunks of gspace density

P : the number of planes in the x-dimension of real space plane-wave

Sub : sub planes of decomposition for electron density

A : number of atoms

natype : number of atom types

The primary chare classes involved in expressing the CPAIMD algorithm
in OpenAtom are listed below:

GSpace Driver (2D chare array [Nc ⇥ S]) Handles flow of control within an
instance, always same dimensional cardinality and mapping as gspace.

Electronic State Planewave GSpace (2D chare array [Nc ⇥ S]) Handles
the electronic structure in Fourier space (referred to as GSpace hereafter). Due
to spherical cuto↵ sparsity, GSpace is rearranged into approximately equal size
chunks. The number of chunks Nc is a free parameter selected at runtime.

Electronic State Planewave Real Space (2D chare array [P⇥S]) Handles
electronic structure in real space. The points of planewave pseudopotential are
cut along the x-dimension for finer parallelization.

Electron Density Real Space (2D chare array [P ⇥Sub]) Handles electron



92 Parallel Science and Engineering Applications: The Charm++ Approach

density in real space. Each plane may be further subdivided into subplanes at
runtime for additional parallelism.

Electron Density GSpace (1D chare array [Nd]) Handles electron density
in Fourier space. Due to spherical cuto↵ sparsity, GSpace is rearranged into
approximately equal size chunks. The number of chunks Nd is a free parameter
selected at runtime.

Electron Density Real Space Hart (3D chare array [P ⇥ Sub ⇥ natype])
Handles electron density hartree computation in real space.

Electron Density GSpace Hart (2D chare array [Nd ⇥ natype]) Handles
electron density hartree computation in Fourier Space.

Atoms (1D chare array [A]) Handles atomic positions, velocities, and corre-
sponding data for computation of forces and positions.

AtomsCache (chare group) Provides globally available cache of positions and
forces.

Non-local Particle GSpace (2D chare array [Nc ⇥ S]) Handles non-local
particle force computation Fourier space. Always same dimensional cardinality
and mapping as GSpace.

Non-local Particle Real Space (2D chare array [Nnlees⇥S]) Handles non-
local particle force computation real space. Nnlees is determined by the x-
dimension of the EES grid.

Orthonormalization (2D chare array [Snog ⇥ Snog]) Handles orthonormal-
ization based on iterative inverse sqrt method. Sog is set at runtime to be a
factor of Spg, Onog = S/Oog.

Electron Pair Calculator (4D chare array [P ⇥ Snpg ⇥ Snpg ⇥ C]) Com-
putes the electron state pair matrix multiplication and correction for elec-
tronic structure plane wave forces and coe�cients. Spg is set at runtime to be
a fraction of S. Snpg = S/Spg.

Euler Exponential Spline Cache (chare group) Provides globally available
cache for EES.

Structure Factor Cache (chare group) Provides globally available cache for
structure factor.

5.3.2.2 Control Flow

Each major category of objects (see 5.1): GSpace, RealSpace, Density,
etc. has a distinct flow of control. That flow is expressed in the RTH Thread
suspend/resume syntax extension of the Charm++ RTS. The flow is implic-
itly expressed by progress in program order through an event loop, wherein
dependencies are explicitly expressed by application condition variable tests
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FIGURE 5.1: Control flow between di↵erent phases in OpenAtom

that guard local method calls on the chare, along with remote method invo-
cations to communicate results to other objects. Object methods implement
the computation for each phase of the computation and resume to the event
loop, or the Charm++ RTS scheduler, as necessary. Entry point methods on
the chare will set the relevant condition variables for the arriving data and
resume into the event loop.

The key advantage of this scheme is that it provides a clear encapsulation
of the state of each object, as the intersection of program order and tests
of condition variables enforce algorithmic constraints for each object. This
synergizes with Charm++’s support for adaptive overlap by allowing each
object to safely progress through its state independently, as its constraints
are met. It also allows for further application tuning, whereby computation
can take place as early or late as the critical path of the application dictates.
Furthermore, the communication of results from those computations can be
throttled, or expedited, as appropriate.

For example, the FFT operation from GSpace to RealSpace results in a
many to many personalized communication pattern, where each GSpace ob-
ject issues a force message to each RealSpace object which shares its electronic
state, that contains the portion of the result of the local FFT transform corre-
sponding to the destination’s plane index. GSpace objects then suspend until
the  x V KS data is returned from RealSpace. Meanwhile, RealSpace’s event
loop collects FFT inputs until all have arrived, then completes the transform
and initiates a reduction to sum across the states to produce one result for
each plane of Electron Density objects.

Simultaneously with the previous paragraph’s activities, the Non-local
computations are overlapped with the Electron Density , with the latter taking
priority. Due to the fact that number of data elements in the electron state grid
is typically much larger (by at least an order of magnitude) than the electron
density grid, the former has significantly better strong scaling characteristics
than the latter. The automatic prioritized overlap allows computation units
to do either, or both, at various strong scaling decompositions. This allows
the application to e�ciently scale up to a larger number of computational
units before the Amdahl’s Bottleneck from the Electron Density dominates
performance.
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As shown in figure 5.1 (electron state and density phases are shown) the
control flow is data dependency directed to evolve the electron states, reduce
them for the electron density, initiate the non-local force computation, and
integrate nuclear forces based in each step. Decomposing the problem into
distinct chares for each phase of the computation allows the implementation
and placement decision for each element to be taken independently, or to build
upon choices made for related phases, as necessary. See Figure 5.2 for how
these decomposition options are applied in the context of network topology
aware mapping.

5.3.2.3 Multiple Interacting Instances

The above comprise the primary components required to simulate one
instance of a molecular system. In addition, several simulation capabilities
require multiple interacting copies (instances) of a molecular system within
the same simulation. These are handled by instantiating multiple copies of
the above chare collections. Each instance hosts a set of the above interacting
components wired to receive and send computation output to each other.
All such components within an instance share a common identifier called the
UberIndex.

The UberIndex is a higher level of organization imposed upon the instances
of the chare arrays to implement features requiring the interaction of multi-
ple variants of a system, such as Path Integrals, K-Points, Tempering, and
Spin Orbitals. Each UberIndex contains an instance of each of the chare ar-
ray classes and forms a complete description of a target molecular system.
Coordination across UberIndices occurs in accordance with the synchroniza-
tion required by each feature and users may use between zero and all Uber
features, such as both Path Integrals and K-Points, in the same simulation.

Let these terms quantify UberInstance selection on decomposition :

I : number of instances

T : number of temperatures

B : number of path integral beads

Kp : number of k-points

S : number of spin directions (when enabled this is 2 for up and down).

Simulations based on multiple instances require the following additional
chare classes:

Instance Controller (1D chare array [I]) Handles the instance initializa-
tion and coordination of cross instance communication. Handles coordination
specific to cross B, cross Kp, cross S, and across all I.

Path Integral Bead Atom Integrator (1D chare array [A]) Handles inte-
gration of atom positions across path integral beads.
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Temperature Controller (1D chare array [T ]) Handles exchanging temper-
atures across Tempers.

5.3.3 Topology Aware Mapping

GSpacePairCalculator

RealSpace

States

Planes

States

Planes

Planes

States

States

3D  Torus  ParƟƟon

FIGURE 5.2: Mapping of GSpace, RealSpace and PairCalculator chare ar-
rays to the 3D torus of a Blue Gene machine

The Charm++ runtime maps various chare arrays in OpenAtom to the
physical nodes and cores automatically. This default mapping is load bal-
anced but possibly not optimized with respect to the specific communication
patterns in OpenAtom. The runtime gives the freedom to the application
developer to decide the placement of the chare arrays. Since OpenAtom is
communication-bound, a load balanced mapping aimed at minimizing the
inter-node communication was developed. Even with this optimized mapping,
OpenAtom su↵ered from performance problems. Performance analysis on
a large number of processors hinted at network contention problems due to
heavy communication. To mitigate network contention, we started exploring
interconnect topology aware mappings of the communication-bound phases
in OpenAtom. Topology aware mapping aims at reducing the number of
hops/links traversed by messages on the network to minimize link sharing
and hence contention. This is achieved by placing objects that communicate
frequently close together on the physical network.

Figure 5.1 presents the important phases and chare arrays in OpenAtom
and the communication between them. The two-dimensional (2D) GSpace ar-
ray communicates with the 2D RealSpace array plane-wise through transpose
operations. The same GSpace array communicates with the 3D PairCalculator
array state-wise through reductions. Optimizing one communication requires
putting all planes of each state in GSpace together whereas the other com-
munication benefits from placing all states of each plane in GSpace together.
A hybrid approach that balances and attempts to favor both communications



96 Parallel Science and Engineering Applications: The Charm++ Approach

has been developed. There are other communications between RealSpace and
the density chares and ortho and the PairCalculator chares which also need
to be considered.

Heuristics that optimize both the GSpace ! PairCalculator and GSpace
 ! RealSpace communication were considered and mappings of these chare
arrays to three-dimensional torus networks were developed [24]. Figure 5.2
shows the mapping of these three chare arrays to a 3D torus partition. The
GSpace array is mapped first to prisms (sub-tori) in the allocated 3D job par-
tition. The RealSpace and PairCalculator chares are then mapped proximally
to the GSpace array. This leads to significant performance improvements as
shown in Figure 5.3.
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FIGURE 5.3: Performance improvement of nearly two times on 8192
cores of Blue Gene/P by using a topology aware mapping of OpenAtom
(WATER 256M 70Ry)

5.4 Charm++ Feature Development

OpenAtom has driven the development of Charm++ in several ways.
It is a case study in unified data and functional decomposition, and has also
driven many capabilities required to support chare collections that span only a
subset of the total number of processors in an execution. Some of the features
in Charm++ that were inspired or partially driven by the requirements of
OpenAtom are listed below:

Static Balance OpenAtom has no inherent dynamic load imbalance. It
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achieves its performance benefit from Charm++ due to fine-grained decom-
position and the automatic overlap of prioritized computation phases. This
demonstrates the unadulterated benefits of these techniques, in contrast to
other Charm++ applications which use dynamic load balancing. The aggres-
sive use of prioritized messages in OpenAtom has been a driving use case for
the development of a robust and e�cient runtime implementation. Addition-
ally, Charm++ also sports runtime and build time options that can turn o↵
dynamic load balancing and other instrumentation required by dynamically
evolving applications.

TopoManager Library The planewise communication phases alternating
with statewise communication phases, along with the independent expression
of these operations in distinct chare arrays, demonstrates a high sensitivity
to topology aware placement. This drove the development of the robust, flexi-
ble, cross platform TopoManager library that exposed the underlying network
topology of the system across supercomputers with torus networks from dif-
ferent vendors.

CkMulticast Library The communication between Electronic State
Planewave GSpace and the Electron Pair Calculator is confined to each plane.
When executing at scale, each chare will typically have tens of data exchange
partners, each of which must receive a part of its electronic state, and the
entire state must be updated, returned, and reassembled. This has driven the
development of the CkMulticast library to provide an e�cient infrastructure
to support the multicast and reduction operations with pipelining, customized
control of spanning tree width, prioritization, and fragmentation. Specifically,
OpenAtom was a heavy user of operations involving sections of a chare array
(a plane of GSpace chares or a prism of Pair Calculator chares). This drove
the optimization of multicasts and reduction to chare array sections.

Topology-aware multicasts and reductions OpenAtom’s decomposition
and design requires many common data movement patterns (multicasts, re-
ductions, scatters, all-to-all). Several of these are expressed as operations in-
volving a regular slice (section) of a chare array. For example data might need
to be multicast from a plane of GSpace objects to a prism of Pair Calcula-
tor objects. However, the actual communication required does not translate
cleanly to the underlying processors. This is because the number of objects is
influenced by the problem and grain sizes, and their placement is influenced by
topology and load balance considerations. OpenAtom, hence, performs many
multicast and reduction operations that typically translate to a clustered but
arbitrarily shaped subset of processors within the overall network topology.
This is also, and especially, true for other Charm++ applications that require
object migrations to e↵ect load balance.

In the strong scaling regime of the execution spectrum, OpenAtom is
fairly sensitive to communication and messaging behavior. The fine grained
parallelization results in a greater emphasis on optimized data movement.
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ThusOpenAtom created a use case and drove the implementation of network-
topology awareness in the Charm++ implementations of the multicast and
reduction operations. This is implemented in Charm++ via the construction
of topology aware spanning trees. A detailed description of this implementa-
tion is beyond the scope of this text.
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FIGURE 5.4: Speedup of OpenAtom due to topology-aware multicast and
reduction operations inCharm++ relative to base cases without such topology
aware collective communication. Data was obtained on Surveyor, an IBM Blue
Gene/P, for the WATER 32M 70Ry dataset

Figure 5.4 illustrates the speedup obtained by OpenAtom when using a
version of the Charm++ runtime system that could dynamically construct
topology aware spanning trees over subsets of processors. The speedups are
relative to the performance of OpenAtom at each of those processor counts
without the use of topology aware spanning trees. We note that the application
performance improves considerably. All Charm++ applications that perform
multicasts and reductions over chare array sections now benefit from topology-
aware multicasts and reductions whenever topology information is available.

Arrays Spanning a Subset of the Processor Allocation The most com-
putationally heavy phases in the simulation scale to 20x the number of elec-
tronic states. However, several phases on the critical path, such as orthonor-
malization and electron density calculations, have portions which cannot prof-
itably be decomposed as finely as the rest of the algorithm. The chare arrays
for these phases will have fewer elements than the number of processors. Ope-
nAtom has driven, and continues to drive, optimizations in the Charm++

runtime system for e�cient support of such arrays. This requirement has also
provided the initial basis for the later development of the UberIndex scheme,
wherein all arrays span exclusive subsets of the processor allocation.

Many Multidimensional Chare Arrays The plethora of chare arrays and
the total number of chare objects drove the development of robust and e�cient
support for the construction of many millions of objects on terascale machines.
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5.5 Performance

OpenAtom scales well on the IBM Blue Gene architecture series, as shown
in Figures 5.5 and 5.6. The high communication intensity of the algorithms
benefits from the relatively balanced approach in the design of the Blue Gene
series. Each figure shows the strong scaling performance of benchmark systems
composed of molecules of liquid water with a 70 Rydberg cuto↵ at the � point,
ranging from 8 to 256 molecules on the Blue Gene/L, and confined to 32 and
256 molecules on Blue Gene/P and Blue Gene/Q. All the plots uses log2 on
the X-axis and log10 on the Y-axis.
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FIGURE 5.5: OpenAtom on Blue Gene/L (CO mode)

Figure 5.5 presents the time per iteration for six di↵erent water systems
ranging from 8 to 256 molecules. All the runs were done in the co-processor
(CO) mode which only uses one processor on each Blue Gene/L node for
computation. To consider weak scaling performance, it must be noted that due
to the dominance of O(N3) methods with increasing system size, doubling the
number of molecules corresponds to an eight-fold increase in the amount of
work. Therefore the corresponding order of magnitude relative time per step
performance of these benchmarks represents good weak scaling. The largest
256 water molecules system scales well to 32,768 processors.

The left and right plots in Figure 5.6 show the scaling performance on Blue
Gene/P and Blue Gene/Q respectivelty. The runs on Blue Gene/P were done
in virtual node (VN) mode i.e. placing one process on each physical core. The
runs on Blue Gene/Q were done in a similar on Blue Gene/Q refered to as the
c16 mode. Once again, we see good scaling behavior for the larger benchmark
system up to 32,768 cores of Blue Gene/Q.
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5.6 Impact on Science & Technology

The OpenAtomm software suite [28] has been employed to gain insight
into important systems spanning chemistry, biology, physics, materials science
and engineering. Here, we discuss two application studies which illustrate the
ability of the CPAIMD method to generate important insights into systems
of high interest in S&T.

5.6.1 Carbon Based Materials for Photovoltaic Applications

One component of the green energy revolution involves the wide spread
adoption of photovoltaic (PV) cells across an array of energy applications.
However, breaking into the highly competitive energy market is quite di�cult
and a wholly economically driven adoption of solar cell technology requires
breakthroughs that will lower cell cost, increase reliability and decrease the
cost of installation. This of course requires, in turn, innovative exploratory
research spanning all aspects of S&T.

There are several strategies that could be used to power the revolution [135,
83]. One involves the use of high quality crystalline silicon (c-Si) solar cells in
conjunction with heat scavenging and solar concentrators; these high e�ciency
systems require harvesting every last bit of energy to o↵set the high (fixed)
cost of c-Si. On the low end, organic PV cells can be cheaply ink-jet printed,
need large areas due to low e�ciency and are di�cult to fabricate with the
25-30yr lifetimes required in some applications. An intermediate strategy is to
build amorphous silicon (a-Si) solar cells which are stable to long times, and
are su�ciently cheap to avoid concentrators and scavenging strategies, and
would be adopted widely if costs could be dropped.

In Fig. 5.7, a mock-up of an a-Si solar cell is given. Unlike c-Si solar cells,
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a top transparent conducting material or transparent conducting electrode
(TCE) is required to conduct electrons away as doped a-Si mobilities are too
low for the cell to function well. In current a-Si solar cell designs, the TCE
is made of an Indium-Tin-Oxide (ITO) alloy. While these oxide materials
perform very well, they are expensive both in terms of both materials(Indium)
and processing (high temperature deposition of a metal oxide). It would be
therefore an important advance if the ITO could be replaced by a cheaper,
more easily processed material.

FIGURE 5.7: Mock up of a solar cell with a transparent top electrode, a
PIN junction and a bottom electrode (see Color Plate 5.)

It has been suggested that graphene, a zero band gap insulator, which is a
single carbon atom thick would, when doped, make a very e↵ective TCE (see
Fig. 5.8); that is, graphene is both thin and hence transparent and yet highly
conductive when doped [3]. The recent development of a copper based process
which yields high quality, large area graphene sheets [162] makes investigation
of the properties of graphene in the context of solar cell TCE’s very pertinent.

We have employed the CPAIMD technique as embodied in theOpenAtom
software package to examine the physics and chemistry underlying the dop-
ing of graphene sheets. The basic physics we wish to observe is called rigid
band doping. That is, the band structure (and hence density of states) does
not alter in the low energy regime (near the Fermi level); the dopant merely
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FIGURE 5.8: Graphene is a single continuous single atom thin isolated layer
shaved from graphite (see Color Plate 5.)

serves to inject electrons/holes and hence shift the Fermi-level. Rigid band
doping increases the number conduction pathways through the materials and
hence the conductivity without diminution of charge carrier mobility through
scattering; the intrinsic mobility of carriers in graphene is quite high.

In our studies of graphene doping, we considered a non-volatile dopant,
SbCl5, which would be expected to have long lifetime in a solar cell (Fig. 5.9).
We observed that simply setting up a regular lattice of SbCl5 molecules on
the graphene surface did not cause a shift in the Fermi-level (e.g. no rigid
band doping observed). That is, simply setting up a (guessed or presumed)
structure and performing energy minimization did not properly predict the
experimentally observed physics. We next allowed the molecules to evolve
naturally according to Newton’s equations using CPAIMD. We observed that
the SbCl5 molecules spontaneously dissociated following the disproportiona-
tion chemical reaction,

6SbCl5 + C84 �! C84
2+(2SbCl�6 ) + SbCl3 + 3SbCl5 (5.13)

The open shell products p-dope induce rigid band doping of the sheet [195]
(the system studied contains 6 molecular entities placed between two graphene
layers containing 84 carbon atoms each).
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FIGURE 5.9: Graphene is a single continuous single atom think isolated
layer shaved from graphite

The observed SbCl5 disproportionation chemistry is catalyzed by
graphene, itself, which functions as a metal-surface. There are antecedents
in the graphite intercalation compound literature (e.g. graphite is a essen-
tially an infinite number of A-B stacked graphene layers). However, in order
to form intercalation compounds, extremely harsh conditions are applied to
allow the compounds to enter/intercalate into the graphite lattice, making it
unclear how the disproportionation reaction takes place. Our computations
show clearly the mechanism involves a (metal) surface catalyzed charge trans-
fer reaction that occurs spontaneously.

In order to further decrease the sheet resistance of the graphene, we have
designed and tested a screen-printed busbar pattern experimentally. In order
to determine the best metal for the design, we have used ab initio methods
to study the physics and chemistry that leads to a high performance metal-
graphene interface (e.g. emits a high tunneling current). Our current work
involves studies of the a-Si-graphene interface which is key in developing an
integrated solar cell solution.
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5.6.2 Metal Insulator Transitions for Novel Devices

Although Moore’s law continues in computer technology (chip features
shrinking exponentially quickly with time), Dennard scaling, which allows
clock frequency to increase concomitantly with feature size decrease, ceased
abruptly in 2003 [242]. This halt is not due to a failure of engineering processes
but occurs because CMOS, the current chip technology, has reached hard
limits imposed by physics. Basically, preventing a charge carrier from crossing
an electrostatically gated barrier requires in practice at least ⇡ 1V line voltage
at the operating temperatures and length scales of current technology. The
computer industry therefore is in need of new approaches to digital switching
that employ di↵erent physics.

Previous exploratory device research at IBM involved using electron-
injection gated metal-insulator transitions (MIT) to provide the required
switching (1=conducting, 0=insulating) physics [194]. The idea is to poise
the channel material near the MIT, and provide just enough charge injec-
tion gating to push the system from the insulating to the conducting regime.
This concept is, in fact, quite general and powerful, and not limited to charge
injection mechanisms for the MIT.

We have also performed exploratory scientific research at IBM on pres-
sure driven metal insulator transitions to study switching mechanisms of
Phase Change Materials, specifically germanium doped Antimony, GexSb1�x

x = 0.15 [223]. In a typical application involving phase change materials, a
heat pulse is applied to the conductive crystalline phase which creates an
amorphous insulator and a more moderate annealing pulse is applied to the
amorphous form to switch the material back to its crystalline state. This
physics forms the basis of a non-volatile memory technology called Phase
Change Memory. We have compared and contrasted pressure switching of the
GeSb material [223]. Simulations of heating annealing and pressure annealing
of the material yield similar end products. We concluded that the mechanism
for the transition was a phenomena termed gap-driven amorphousization. As
the crystalline material is heated or put under tensile stress, it begins to be-
come favorable for the electronic band gap to open so as to lower free energy
(as temperature or tensile stress has increased). As the gap opens, the bond-
ing pattern changes (more 4-coordinate defects appear), the crystalline order
decreases and the material evolves into an amorphous state. The amorphous
state can be placed back into the crystal by applying compressive stress. The
calculations were performed on 192 atom systems (29 Ge and 163 Sb) for very
long times (100 picoseconds per quench).

We have recently explored combining the two approaches to create digital
switches using pressure driven metal insulator transitions [191]. In order to
make a switch as opposed to a memory, materials such as the intermediate va-
lence compound SmSe which undergo a continuousMIT, a decrease of 4-orders
in resistivity with the application of 1-2GPa of pressure, are used. The gat-
ing is accomplished through the application of a voltage across a piezoelectric
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material. We have modeled our novel device which we term the Piezotronic
Transistor(PET) theoretically and shown that it can be switched at very low
line voltage 0.1V and yet maintain high speed (10GhZ). If the PET can be
successfully fabricated at the nanoscale, it would represent an important new
technology. We are currently pursuing the experimental embodiment of this
device [192, 193].

5.7 Future Work

The introduction of replica style computations (Path Integrals,k-points,
parallel tempering, and combinations thereof) has greatly increased the scale
of machine, and the kind of simulation experiments, that the OpenAtom
software can support. Path integrals allows computations of systems where
nuclear quantum e↵ects are important such as hydrogen exchange reactions
for instances. Replica exchange permits increased sampling in systems with
rough energy landscapes such as corregated surfaces and biomolecular config-
urations. Includling k-points allows increased accuracy even for large systems
including metals which are important for the study of novel electronic devices.
We are just beginning to explore these exciting new applications at present
enable by OpenAtom.

The implementation of several highly desirable simulation features, are in
the planning stages. Broadening the applicability ofOpenAtom will be served
by adding support for : GW-BSE, hybrid density functionals, fast super-soft
pseudopotential techniques, localized basis sets, and CPAIMD-MM. GW-BSE
will permit the study of excited properties of materials and bio-materials.
The study of insulators is made more accurate by using hybrid DFT methods
while super-soft pseudopotential techniques allow systems containing transis-
tion and post-transition metals to be studied such as metalo-enzyme reaction
centers and rare earth chalchogenide semiconductors. Localized basis sets will
allow linear scale methods to be implemented increasing the system sizes that
can be studied whilst CPAIMD-MM will permit a region treated with DFT
methods to be embedded in a large bath of atoms treated more simply (em-
pirical potential functions).

Lastly, the software infrastructure underlying OpenAtom will be up-
graded. The expression of flow control will be improved by refactoring to use
the higher level Charisma language, which has matured towards production
over the course of this project. Refactoring the current planewise FFT decom-
position into pencil form will improve strong scaling performance. A number
of improvements in Charm++ infrastructure, such as the TRAM streaming
module, will be leveraged to further improve performance. These changes are
expected to improve both the performance and usability of the application
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to expand its user community and extend the power of high performance
computing to a wider variety of experimental challenges.
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Achieving strong scaling with NAMD on Blue Gene/L. In Proceedings
of IEEE International Parallel and Distributed Processing Symposium
2006, April 2006.

[147] V. Kumar. Introduction to parallel computing. Addison-Wesley Long-
man Publishing Co., Inc. Boston, MA, USA, 2002.

[148] Akhil Langer, Jonathan Li✏ander, Phil Miller, Kuo-Chuan Pan, ,
Laxmikant V. Kale, and Paul Ricker. Scalable Algorithms for
Distributed-Memory Adaptive Mesh Refinement. In Proceedings of the
24th International Symposium on Computer Architecture and High Per-
formance Computing (SBAC-PAD 2012). To Appear, New York, USA,
October 2012.

[149] Ilya Lashuk, Aparna Chandramowlishwaran, Harper Langston, Tuan-
Anh Nguyen, Rahul Sampath, Aashay Shringarpure, Richard Vuduc,
Lexing Ying, Denis Zorin, and George Biros. A massively parallel adap-
tive fast-multipole method on heterogeneous architectures. In SC ’09:
Proceedings of the Conference on High Performance Computing Net-
working, Storage and Analysis, pages 1–12, New York, NY, USA, 2009.
ACM.

[150] Orion Lawlor, Sayantan Chakravorty, Terry Wilmarth, Nilesh Choud-
hury, Isaac Dooley, Gengbin Zheng, and Laxmikant Kale. Parfum: A
parallel framework for unstructured meshes for scalable dynamic physics
applications. Engineering with Computers, 22(3-4):215–235, September
2006.

[151] Orion Lawlor, Hari Govind, Isaac Dooley, Michael Breitenfeld, and
Laxmikant Kale. Performance degradation in the presence of subnor-
mal floating-point values. In Proceedings of the International Workshop
on Operating System Interference in High Performance Applications,
September 2005.

[152] Orion Sky Lawlor. Impostors for Parallel Interactive Computer Graph-
ics. PhD thesis, University of Illinois at Urbana-Champaign, December
2004.

[153] Orion Sky Lawlor and L. V. Kalé. Supporting dynamic parallel ob-
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Mendes, and Laxmikant V. Kalé. Optimizing an MPI weather forecast-
ing model via processor virtualization. In Proceedings of IEEE Interna-
tional Conference on High Performance Computing (HiPC 2010), Goa
- India, 2010.

[213] D. Romero, B. Meeder, and J. Kleinberg. Di↵erences in the Mechanics
of Information Di↵usion Across Topics: Idioms, Political Hashtags, and
Complex Contagion on Twitter. In Proceedings of the 20th International
World Wide Web Conference (WWW 2011), 2011.

[214] Michiel Ronsse and Koen De Bosschere. RecPlay: a fully integrated
practical record/replay system. ACM Trans. Comput. Syst., 17(2):133–
152, 1999.



Contagion Di↵usion with EpiSimdemics 273

[215] H.G. Rotithor. Taxonomy of dynamic task scheduling schemes in dis-
tributed computing systems. In Proceedings of IEE: Computers and
Digital Techniques, volume 141, pages 1–10, 1994.

[216] J. J. Ruan, T. R. Quinn, and A. Babul. The Observable Thermal and
Kinetic Sunyaev-Zel’dovich E↵ect in Merging Galaxy Clusters. ArXiv
e-prints, April 2013.

[217] Ruth Rutter. Run-length encoding on graphics hardware. Master’s
thesis, University of Alaska at Fairbanks, 2011.

[218] J. K. Salmon and M. S. Warren. Skeletons from the treecode closet.
Journal of Computational Physics, 111:136–155, March 1994.

[219] Yanhua Sun Sameer Kumar and L. V. Kale. Acceleration of an
Asynchronous Message Driven Programming Paradigm on IBM Blue
Gene/Q. In Proceedings of 26th IEEE International Parallel and Dis-
tributed Processing Symposium (IPDPS), Boston, USA, May 2013.

[220] Osman Sarood and Laxmikant V. Kalé. A ‘cool’ load balancer for par-
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Laxmikant V. Kalé. Simulation-based performance prediction for large
parallel machines. In International Journal of Parallel Programming,
volume 33, pages 183–207, 2005.


